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ABSTRACT

A computerized technique combining backward
wave propagation and an automatic edge detection
scheme has been developed and tested. The class
of objects considered is limited to those with
edge boundaries since it can be shown that a uni-
versal automatic reconstruction scheme cannqt be
obtained for all possible objects. Using samples
of the acoustic diffraction pattern as input data,
this technigue enables the computer to predict
the most likely locations of objects and to pro-
duce graphical output of the objects. A simpli-
fied edge detection scheme conserving both memory
space and. computer time was used. Test results
are presented for both computer gernerated diffrac-
tion patterns and one set of experimental data.

INTRODUCTION

The existence of linear ultrasonic transducers
that can directly record the amplitude and phase
of an ultrasonic field leads to the presence of
many imaging teciinigques that have no analog in
optics. One such_technigue is "backward wave
propagation"ﬂlr2'3] In this technigque the



ultrasonic field is sampled in both amplitude and
phase by a scanning transducer or a transducer
array. This information is then given to a compu-
ter for processing. The diffraction equations are
programmed in the computer and the input data is
processed to produce two-dimensional cuts in a
volume defined by the program. Hence perfect re-
constructicons are possible only for planar objects.
The results of trying to reconstruct a three-
dimensional acoustical object are identical to
observing the real image in the reconstruction of
an optical hologram. The shape of a three-
dimensional can only be reconstructed in a series
of sections through its real image. Of course,
other difficulties(4] attendent to computerized
imaging techniques are also present (e.g. guanti-
zation errors, limited memory space, scan nonuni-
formities, etc.).

One of the greatest drawbacks of digital
reconstruction is that the distance from the holo-
gram to the object must be known for use in the
diffraction equations. In optical holography this
problem never occurs in the case of visual recon-
struction of an object from its virtual image bhe-
cause the focus is found automatically by an eye-
brain interaction. Similarly in scanning the
visual real image with a screen, it 1is the eye-
brain interaction that provides feedback to decide
the optimum location for the screen for mazimum
object recognition and focus. The highly complex
interaction between the eye and brain is not pre-
sently amenable to computer simulation. Neverthe-
less it would be of great help to find a method
which brings about automatic focusing of the digi-
tal reconstruction or at least narrows down the
region in space where the image is located. To
conserve operator time and effort, it is desirable
to have the computer consider the images of all
cross-sections that it calculates to decide the
most likely position or positions of image loca-
tion and present only those images for operator
consideration and object identification. In this
study it is assumed that the medium of propagation
is linear and not distrubed by turbulence or con-
vection.



In programming the propagation eqguations, a
spatial fregquency approach[5] has been wsed rather
than a straight forward programming of the Fresnel
or Fraunholfer integral propagation relations.

Use of this technigue has the advantages of effi-
cient algorithms such as the Fast Fourier trans-
‘form (FFT) [6] and a wide flexibility of propagation
distances since no assumption on distance is made
as in the Fresnel or Fraunholfer approximations.

BACKWARD WAVE PROPAGATION

To summarize the technique of backward pro-~
pagation in terms of the spatial freguency approach
we consider a given complex valued diffraction
pattern U, (xg,yg) located in plane a distance z
from an object U;(x;,y1). ,The spatial Fourier
transforms Up (£_,f ) and U (£, ,£,) of the patterns
are related by (5] — 1

Uy (£,,£)

H(E,,£,) Uy (£, £) (1)

where H(fx,fy) is the transfer function and is
given by:

l
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For spatial frequencies such that (Af,)2+(AE,) %<1

the transfer function is a phase shift. For
(ngﬂ+(kfy)2>l the transfer function behaves as

a negative exponential, and the corresponding waves
(called "evanescent waves") decay after propagating
a few wavelengths. Hence, the propagaticn transfer
function is often written in bandlimited form for
propagation distances greater than a few wavelengths:
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The reverse propagation problem is attacked
by solving the transfer relation Eg. (1) for the
object given the diffraction pattern
-1
L] _
Ul(fx,fy)-H

(fx,fy) Ué(fx,fy) ‘4)

where H™' is defined by the relation H H +=1.

Hence
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0 elsewhere

It is important to note that the information con-
tained in the evanescent waves has been irretrieva-
bly lost as these waves die out (assuming propaga-
tion distances of at least several wavelzngths).
Since this information contributes to the image,

we can never expect a perfect reconstruction of

the object using backward propagation. A theore-
tical discussion of this problem is found in Ref.7.

The computer programming of Eg. (4) to accom-
plish the backward propagation consists of:

(1) Taking the discrete Fourier transform
of the input data with the FFT.

(2) ‘Multiplication by H~ l(fx,f ) at a given
~distance z. Y

(3) Taking the inverse Fourier transform of
the result to find the accustic field
at that distance.

OBJECT RECOGNITION

Given that the diffraction pattern can be
backward propagated to any plane, a technigue is
now required to determine 1if the computed dif-
fraction pattern corresponds to an object in that
plane. At this point it is necessary to make some



assumptions about the object since without them
there is no reason to favor the reversed dif-
fraction pattern at the object %lane over that
obtained at any other location. In this study
we chose to search for objects that had edges,
i.e. connected regions where the acoustical ampli-
tude underwent a sharp increase from some back-
ground level, Altnoug this assumption provides

a limitation on the class of objects that can pe
recognized (e.g. separated point sources or line
objects cannot be *ecognlzed), the class of ob-
jects is of enough interest to warrant investi-
gation. Because of the guantization of dimen-
sions, the smallest object that could be detected
is compocsed of four sampling po'nts of high inten-
sity next to each other, arranged in a square.

This is not a severe reguirement since it implies
detection of at least all of one wavelenqgth by

one wavelengtn objects if the Nyguist sampling
rate is used.

Existing detailed edge detection computer
codes were applied to the problem but were found
to take an inordinate amount of time to investi-
gate each plane of the volume of interest. Hence
a simple intuitive scheme!8] was devised and im-
plemented. In essence this edge detection scheme
scans the plane of interest and determines the
points associated with large changes of amplitude.
An investigatian is then made to find if these
points are connected. A numerical index is kept
which increases as more connected points are
found. The planes are then ranked by the value
of this index and the corresponding diffraction
patterns ‘are presented for operator inspection
beginning with the highest value. The number of
planes presented or the maximum difference in the
numerical index in the presented patterns can be
operator-controlled to optimize the number of
planes presented.

It should be noted that in seeking objects
with edges that it is not enough to just find the
plane that has the maximum chance in amplitude
between adjacent points. For example, a lens
surrounded by an opague aperture will produce the



maximum amplitude change at its focal point if
illuminated by a collimated beam. A technigue
incorporating an edge detection scheme will have
a higher edge detection index in the lens loca-
tion than at the focal point (as demonstrated in
a case considered below) because of the higher
welghting given to connedted points.

The concept was tested using many computer
generated diffraction patterns and one sample
of experimental measurements. The Fourier trans-
form and propagation algorithms were tested using
simple patterns and comparing the results with
theoretical results. Test cases of varying com-

plexity were then applied to exercise the program.

COMPUTER GENERATED TESTS

The simplest object was a 162 by 8X rectan-
gle of unit amplitude against a zero amplitude
background. All sample points inthe object were
phase thus simulating a specular object or an
illuminated slit. The diffraction pattern was
calculated over a 32X by 321 observation plane
(the same in all cases) at a distance of 175.3x
in front of the object. The data was intreduced
to the imaging program and the volume between
160X and 192X (from the diffraction data plane)
was searched. :The reconstruction (Fig. 1) was
obtained at 175.25) in 2.6 minutes.

The same object was also used with a back-
ground that had a uniformly distributed random
amplitude between zero and .2 of the object
amplitude and a uniformly distributed phase be-.
tween zero and 27 radians. The diffraction pat-
tern was calculated at a distance of 177.2x.
Using the imaging program, the reconstruction of
Fig. 2 was found in 2.6 minutes. The position
was in error by .05,

A similar object was used in another test
case with a parabolic phase distribution added,
thus simulating a cylindrical lens against a
noisy background. The egquivalent focal length
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Fig. 1. Amplitude contour plot of reconstructed
16X by 18X rectangle.

Fig. 2. Surface plot of amplitude of reconstruc-
tion of rectangular object against random
background.



of the lens was 10A. Using a diffraction pattern
calculated at 177.1) the correct reconstruction
was accurately found in 3.3 minutes. The focal
line was ignored (since the algorithm is insensi-
tive to line cobjects).

A case was run where the object was a 162
by 8A rectangle with a uniformly distributed ran-
dom amplitude varying between .8 and 1.0 and a
uniformly distributed random phase between 0 and
2r. The background also was random with parame-
ters as described in the previous cases. The
diffraction pattern was calculated at a distance
of 177.5x. With this pattern the computer pre-
dicted two possible locations at 177.5% and
163.751. The edge detection index of thie first
was 1.5 .that of the second. If the operator were
not confident of the differences in the index,
a cursory inspection of the images (Figs. 3a and
3b) would give the correct object location.

(a) (b)

Fig. 3. Reconstructed images from random ampli-
tude and phase rectangle at a} erroneous
location and b) correct location.



. Planar objects of other configurations and
sizes were also investigated and easily detected.

The next set of tests consisted of trying
to reconstruct objects existing in two parallel
planes. Since the real image is constructed in
backward wave propagation, one difficulty is
obvious--in tne planec of the object there will
be indications of the second out of focus object
(Fig. 4a and 4b). The images are similar to the
twin images of an in-line hologram and require
more operator interpretation.

The simplest object was two 16X by 8X rec-
tangles with unit amplitude and all sample
points inphase. The objects were 15X apart, and
one rectangle was oriented 90° with rescect to
the other with a 10% overlap. The diffraction
pattern was calculated 100.4A from the front rec-
tangle. Inspecting a volume 45X deep, the compu-
ter took 8.5 minutes to locate the front (Fig. 4a)
and back (Fig. 4b) rectangle within .15% of their
actual location.
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(a) (b)

Fig., 4. Reconstruction of double rectangle object

at a) plane of front rectangle and b) plane
of back rectangle.



Other tests of varyin? spacing and degrees
of overlap were conducted. 81" 1n the complicated
patterns it was found helpful to find and define
the front object first and then subtract that
object from the diffraction pattern in the front
plane. Using the altered pattern as data, the
.second opject location could then be feound more
quickly by the computer and understood more easily
by the operator. It is noted that part of the
back obkject was obscured by part of the front ob-
ject in these tests; hence recognition of the

back object was more difficult for the operator.
Also the assumed perfect conerence of the sound
and the subsequent interference of the waves from
the two objects complicates the recogni<tion pat-
tern. It was, of course, ocbserved that tiie pro-
cessing time increased with the comple:tity of the
object.

TEST WITH MEASURED DATA

In a final test a set of experimental data
from an actual diffraction pattern was wused. The
pattern (which was originally used for a2 different
purpose) was recorcded at an approximate distance
of 73X from a cquare edge-clamped transducer with
an active area of 4.5 cm by 4.5 cm at a fregquency
of 1 MHz., To conserve reccrding time apmoroximately
one-half of the pattern was recorded and folded
symmetrically. This results in an unnatural sym-
metry in the input (Fig. 5) and output data.
Another fault with this set of data is that the
sampling ‘increment was .9\ rather than .5); i.e.
the sampling was performed at a rate below the
Nyquist rate. Aliasing effects are therefore to
be expected, mostly at high spatial freguencies
leading to some distortion of the edges. Despite
these faults the data was used since it was readily
available on tape. An improved sampling unit is
presently under construction that will eliminate
these problems.

A volume between 60X (from the input data
phase) and 80X was investigated in 4.4 minutes.
Two possible cbject locations were found at 74.66A



Fig. 5. Contour plot of experimental imput
: a) amplitude data and b) phase data of
sgquare transducer.

(edge measure index of 29.9) and at 67.48x (edge
measure of 26.4). It is noted that the higher
edge measure corresponds to the measured location
that was a nominal distance of 73)A. Since we are
in the very near field of the transducer, the am-
plitude of the diffraction field does not change
very much with distance, and the amplitude pat-
terns at the two locations to a large d=gree is
the same as the input data (Fig. 5a). The phase
patterns, nowever, change rapidly in the near
field. It is seen in Fig. 6a that all moints on
the transducer face have the same phase (or

very nearly so) while in Fig. 6b (in front of

the transducer), a distinct variation can be ob-
served. Hence even with the flawed data, a gen-
eral corroboration of the technigue is supplied.
More comprehensive tests with better data is pro-
posed for the future.

SUMMARY

Based on these experimental and ccmputer
results 1t appears that the technigques of incor-
porating edge detection into a backward propaga-
tion computer code can provide an autocmatic recon-
struction from sampled data. Processing times
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. (a) (b)

Fig. 6. Contour plot of reconstructed object
phase at a) object location and
b) erronecus location.

quoted are indicative of handling 64 by 64 complex
valued arrays using the Fast Fourier transform

and our edge detection scheme. Improvements could
be made to improve the efficiencies of both the
FFT and edge detection program as no extraordinary
effort was made to optimize these algorithms be-
yond achieving run times on the order of minutes,
Generally speaking however, results presented are
gquite encouraging as they show that for many situ-
ations the computer can indeed make correct deci-
sions as to the cbject location.



REFERENCES

M. M. Sondhi, "Reconstruction of objects from
their sound diffraction patterns," Journal of
the Acoustical Society of America, Z6(5):
1158-1104, 1969.

A. L. Boyer et al., "Computecr reconstructions
of images from ultrasonic holograms," Acous-
tical Holographv, Vol. 2, A. F. Metizerell and
L. Larmore, Eds., Chapter 15, pp. 211-223,
Plenum Press, New York, 1970.

A. L. Boyer et al., "Reconstruction of ultra-
images by backward wave propagation," Acous -

" tical Holography, Vol. 3, A, F. Metherell,

Ed., Chapter 18, pp. 333-348, Plenum Preqs
New York, 1971.

J. W. Goodman, "Digital image formation from
detected holographic data," Acoustical
Holography, Vol. 1, A. F. Metherell, H.M.A,
EI-Sum and L. Larmore, Eds., Chaptow 12,

pp. 173-185, Plenum Press, New York, 1969.

J. W. Goodman, Introduction tc Tou

rier Ootics,
Chapter 3, McGraw-Hill, New York, 1968.

W. T. Cochran, et al., "What is the Fast
Fourier Transform?™ IELE Trans. on ~udio and
Electro-acoustics, AV-15(2):45-55, 19&67.

T. R. Shewell and E. Wolf, "Inverse diffrac-
tion and a new reciprocity theorem,* Journal
of the Optical Society of America, 38712) :
IS95-160U3, 139585, T

D. E. Mueller, A Computerized Acoustic Imag-
ing Technique Incorporating automatic Object
Recognition, blectrical Englnecer's oLegree
Thesis, Naval Postgraduate School, lonterey,
California, 1973.

(3



